Modeling the impacts of climate change on agriculture presents a complex challenge arising from the wide-ranging processes underlying the working of markets, ecosystems, and human behavior. The analytical framework used in this monograph integrates modeling components that range from the macro to the micro to model a range of processes, from those driven by economics to those that are essentially biological in nature. This chapter brings together in one place the technical details associated with models used in this monograph along with other technical information that is common to most or all of the chapters. Figure 2.1 provides a diagram of the links among the three models used: the International Food Policy Research Institute’s (IFPRI’s) International Model for Policy Analysis of Agricultural Commodities and Trade (IMPACT) (Rosegrant et al. 2008), a partial equilibrium agriculture model that emphasizes policy simulations; a hydrology model incorporated into IMPACT; and the Decision Support Software for Agrotechnology Transfer (DSSAT) crop model suite (Jones et al. 2003), which is used to estimate yields of crops under varying management systems and climate change scenarios.

General Circulation Models (GCMs) and Climate Scenarios
GCMs model the physics and chemistry of the atmosphere and its interactions with oceans and the land surface. Several GCMs have been developed independently around the world. For the Fourth Assessment Report (AR4) of the Intergovernmental Panel on Climate Change, 23 GCMs made some model results publicly available. Results from four are used in this monograph. The GCMs create estimates of precipitation and temperature values around the globe, often at something close to 2-degree intervals (about

This chapter draws heavily on Nelson et al. (2010).
200 kilometers at the equator) for most models. This is very coarse and may hide important differences on a more local scale. To have finer resolution, it is common to “downscale” the data. Data downscaled by Jones, Thornton, and Heinke (2009) provide precipitation and temperature data at a 5 arc-minute resolution (around 9 kilometers at the equator, less away from it, which is called 10-kilometer resolution in this monograph).

Greenhouse gas emissions alter atmospheric chemistry, ultimately increasing temperatures and altering precipitation patterns. AR4 had three main scenarios
of greenhouse gas emissions pathways: B1, A1B, and A2. Scenario B1 was a low-emissions scenario, which by 2011 does not appear realistic. Scenarios A2 and A1B are higher-emission scenarios, with similar trajectories through 2050 but different ones after 2050. Because this monograph is primarily concerned with changes between now and 2050, we elected to focus on scenario A1B when presenting the biophysical effects on crop yields, but we used both B1 and A1B in IMPACT to present a wider range of scenario outcomes.

To illustrate the range of potential effects on crops, we used results from four GCMs, CNRM-CM3, CSIRO Mark 3, ECHAM 5, and MIROC 3.2 medium resolution. For inputs into the IMPACT model, results from only two GCMs were used, the CSIRO Mark 3 and the MIROC 3.2 medium-resolution models. The rationale for doing that can be seen more clearly in Table 2.1, in which we see that the lowest levels of precipitation change and lowest levels of temperature change are given by the CSIRO GCM and the highest levels of precipitation and temperature change are given by the MIROC GCM.

In the country analyses in the other chapters of this monograph, we display two kinds of maps that show spatially differentiated predictions of the GCMs. One shows changes in annual rainfall, and the other shows changes in the mean daily maximum temperature for the warmest month. The changes in the latter are determined by finding the month in 2000 with the highest mean daily maximum temperature and subtracting that mean value from the mean value for the month in 2050 with the highest mean daily maximum temperature.

**The Spatial Production Allocation Model (SPAM)**

SPAM is a set of raster datasets showing harvest area, production, and yield for 20 crops or aggregates of crops and for three management systems (irrigated, high-input rainfed, and low-input rainfed, with the latter two combined

---

1 B1 is a greenhouse gas emissions scenario that assumes a population that peaks midcentury (like A1B), but with rapid changes toward a service and information economy, and the introduction of clean and resource-efficient technologies. A1B is a greenhouse gas emissions scenario that assumes fast economic growth, a population that peaks midcentury, and the development of new and efficient technologies, along with a balanced use of energy sources. A2 is a greenhouse gas emissions scenario that assumes a very heterogeneous world with continuously increasing global population and regionally oriented economic growth that is more fragmented and slower than in other storylines (Nakicenovic et al. 2000).

2 CNRM-CM3 is National Meteorological Research Center–Climate Model 3. CSIRO Mark 3 is a climate model developed at the Australia Commonwealth Scientific and Industrial Research Organisation. ECHAM 5 is a fifth-generation climate model developed at the Max Planck Institute for Meteorology in Hamburg. MIROC 3.2 is the Model for Interdisciplinary Research on Climate, developed at the University of Tokyo Center for Climate System Research.
in this monograph to produce a rainfed total). The model employs a cross-entropy approach to manage inputs with different levels of likelihood in indicating the specific locations of agricultural production (You and Wood 2006; You, Wood, and Wood-Sichra 2006, 2009).

SPAM spatially allocates crop production from large reporting units (administrative units such as those at the province or district level) to a raster grid at a spatial resolution of 5 arc-minutes. The allocation model works by inferring likely production locations from multiple indicators that, in addition to subnational crop production statistics, also include satellite data on land cover, maps of irrigated areas, biophysical crop suitability assessments, data on population density, and secondary data on irrigation and rainfed production.

In some of the maps presented in this monograph, SPAM areas are reported in units of hectares per raster cell. A 5-arc-minute grid cell is just over
8,500 hectares at the equator, which is a reasonable value to use when gauging how great a proportion of the cell might be used by the crop shown in the map.

SPAM areas are used to provide weights for calculating provincial and national yield changes due to climate change in the regional overview chapter. Cells with greater current levels of that crop are weighted higher when aggregating the crop model results. This was also the approach used for aggregating crop model results to the national level for use in the IMPACT model.

**DSSAT**

DSSAT is a software package used for modeling crop production (Jones et al. 2003). The software “grows” the crop in daily time increments, and therefore daily weather data are required. With climate models, we have only monthly statistics on the weather. DSSAT, however, overcomes this limitation by including a weather simulator that can convert monthly statistics into simulated daily weather data. In this analysis, the weather is simulated many different times and the outcome averaged over several growing seasons. The result is more of a long-term yield perspective that will not be unduly influenced by any individual stochastic extreme in the simulation.

The soil data used were adapted by John Dimes and Jawoo Koo from the Harmonized World Soil Database (Version 1.1) produced by FAO et al. (2009) and described by Batjes et al. (2009). They are simplified to 27 types of soil, each with high, medium, or low levels of soil organic carbon; deep, medium, or shallow rooting depth; and major components of sand, loam, or clay. Some grid cells had more than one soil type represented, and when that was the case, the dominant type was used.

DSSAT has parameters to model different varieties of each crop. For our work, we chose what seemed an appropriate variety and used it in all locations and time periods investigated. DSSAT requires the user to input the planting date of a crop. For rainfed crops, it is assumed that a crop is planted in the first month of a four-month period in which the monthly average maximum temperature does not exceed 37°C (about 99°F), the monthly average minimum temperature does not drop below 5°C (about 41°F), and monthly total precipitation is not less than 60 millimeters. In the tropics, the planting month begins with the rainy season. The particular mechanism for determining the start of the rainy season at any location is to look for the block of four months that gets the most rainfall. The month before that block is called the beginning of the rainy season. For irrigated crops, the first choice is the rainfed planting month.
DSSAT has an option to include CO₂ fertilization effects at different levels of CO₂ atmospheric concentration. For this study, all results use a setting of 369 parts per million, which was the concentration in the early 2000s. A short summary of the reasons for and against including CO₂ fertilization is found in Nelson et al. (2010, 14, text and footnote):

Plants produce more vegetative matter as atmospheric concentrations of CO₂ increase. The effect depends on the nature of the photosynthetic process used by the plant species. So-called C3 plants use CO₂ less efficiently than C4 plants, so C3 plants are more sensitive to higher concentrations of CO₂. It remains an open question whether these laboratory results translate to actual field conditions. A recent report on field experiments on CO₂ fertilization (Long et al. 2006) finds that the effects in the field are approximately 50 percent less than in experiments in enclosed containers. Another report (Zavala et al. 2008) finds that higher levels of atmospheric CO₂ increase the susceptibility of soybean plants to the Japanese beetle and of maize to the western corn rootworm. Finally, a recent study (Bloom et al. 2010) finds that higher CO₂ concentrations inhibit the assimilation of nitrate into organic nitrogen compounds. So the actual field benefits of CO₂ fertilization remain uncertain.

Some use of nitrogen fertilizer is assumed in all our crop models. For almost all countries in Africa, the level of use is 20 kilograms of nitrogen per hectare (regardless of crop). For Madagascar and parts of South Africa, the level is 100 kilograms of nitrogen per hectare (regardless of crop).

DSSAT is used in two ways in this monograph. It is used directly for each country and for the region to compute changes in yields from the climate of 2000 to the climate of 2050. DSSAT is also used to provide results for each country of the world so that IMPACT can control for climate effects. The global work and the regional work were very similar though not perfectly identical because they were produced by two different teams. One example of the differences is the spatial resolution, which was 15 arc-minutes (30 kilometers) for the global team and 5 arc-minutes (10 kilometers) for the regional team. Some of the crops for West Africa were modeled by the global team, which is why the resolution in the maps varies among crops in some cases.

**IMPACT**

IMPACT was initially developed at IFPRI to project global food supply, food demand, and food security to the year 2020 and beyond (Rosegrant et al. 2008). It is a partial equilibrium agricultural model with 32 crop and livestock
commodities, including cereals, soybeans, roots and tubers, meats, milk, eggs, oilseeds, oilcakes and meals, sugar, and fruits and vegetables. IMPACT has 115 regions, which are usually countries (though in a few cases several countries are aggregated together, with specified supply, demand, and prices for agricultural commodities.

Large regions are further divided into major river basins. The result, portrayed in Figure 2.2, is 281 spatial units called food production units (FPUs). The model links the various countries and regions through international trade using a series of linear and nonlinear equations to approximate the underlying production and demand relationships. World agricultural commodity prices are determined annually at levels that clear international markets. Growth in crop production in each country is determined by crop and input prices, exogenous rates of productivity growth and area expansion, investment in irrigation, and water availability. Demand is a function of prices, income, and population growth. We distinguish four categories of commodity demand: food, feed, biofuels feedstock, and other uses.

**FIGURE 2.2** International Model for Policy Analysis of Agricultural Commodities and Trade (IMPACT) unit of analysis, the food production unit (FPU)

Source: Nelson et al. (2010).
From DSSAT to IMPACT

For input into the IMPACT model, DSSAT is run for five crops—rice, wheat, maize, soybeans, and groundnuts—at 15-arc-minute intervals for the locations where the SPAM dataset shows that each crop is currently grown. The results from this analysis are then aggregated to the IMPACT FPU level.

In extending these results to other crops in IMPACT, the primary assumption is that plants with the same photosynthetic metabolic pathway will react similarly to any given climate change effect in a particular geographic region. Millet, sorghum, sugarcane, and maize all use the C4 pathway. Millet and sugarcane are assumed to have the same productivity effects from climate change as maize in the same geographic regions. Sorghum effects for the Africa region were modeled explicitly, but for the rest of the world the maize productivity effects were assumed to apply to sorghum as well. The remainder of the crops use the C3 pathway. The climate effects for the C3 crops not directly modeled in DSSAT follow the average for wheat, rice, soy, and groundnuts from the same geographic region, with the following two exceptions. The IMPACT commodities of “other grains” and dryland legumes are directly mapped to the DSSAT results for wheat and groundnuts, respectively.

Income and Population Drivers

Differences in gross domestic product (GDP) and population growth define the overall scenarios, with all other driver values remaining the same across the three scenarios. Table 2.2 documents the GDP and population growth choices for the three overall scenarios.

<table>
<thead>
<tr>
<th>Category</th>
<th>Pessimistic</th>
<th>Baseline</th>
<th>Optimistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP (constant 2000 US$)</td>
<td>Lowest of the four GDP growth rate scenarios from the Millennium Ecosystem Assessment GDP scenarios (Millennium Ecosystem Assessment 2005) and the rate used in the baseline (next column)</td>
<td>Based on rates from a World Bank Economics of Adaptation to Climate Change study (World Bank 2010), updated for Africa south of the Sahara and South Asian countries</td>
<td>Highest of the four GDP growth rates from the Millennium Ecosystem Assessment GDP scenarios (Millennium Ecosystem Assessment 2005) and the rate used in the baseline (previous column)</td>
</tr>
<tr>
<td>Population</td>
<td>UN high variant, 2008 revision</td>
<td>UN medium variant, 2008 revision</td>
<td>UN low variant, 2008 revision</td>
</tr>
</tbody>
</table>

Source: Nelson et al. (2010).
Notes: UN = United Nations; US$ = US dollars.
The GDP and population growth rates combine to generate the three scenarios of per capita GDP growth. The growth rates in GDP per capita are shown in Table 2.3. The baseline scenario has just over 9 billion people in 2050; the optimistic scenario results in a substantially smaller number, 7.9 billion; the pessimistic scenario results in 10.4 billion people. For developed countries, the differences among the three scenarios are relatively small, with little overall population growth: population ranges from just over 1 billion to 1.3 billion in 2050, compared to 1 billion in 2010. For the developing countries as a group, the total 2010 population of 5.8 billion becomes 6.9–9 billion in 2050, depending on scenario.

As Table 2.4 shows, average world per capita income, beginning at $6,600 in 2010, ranges from $8,800 to $23,800 in 2050, depending on scenario. The gap between average per capita income in developed and developing countries is large in 2010: developing countries’ per capita income is only 5.6 percent of that in developed countries. Regardless of scenario, the relative difference is reduced over time: the developing-country income increases to between 8.6 percent and 14.0 percent of developed-country income in 2050, depending on overall scenario. Middle- and low-income developing countries’ 2010 per capita income values are 6.5 percent and 2.6 percent, respectively, of the developed-country income. By 2050 the share increases to between 10.4 percent and 16.8 percent for middle-income developing countries, depending on overall scenario. For the low-income developing countries, however, the 2050 ratios remain low—between 2.5 percent and 4.8 percent.

The reader should be somewhat cautious in interpreting the results based on the three different scenarios. The optimistic scenario is optimistic not just
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3 All references to dollars are to constant 2000 US dollars.

---

<table>
<thead>
<tr>
<th>Category</th>
<th>2010–50</th>
<th>Pessimistic</th>
<th>Baseline</th>
<th>Optimistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developed countries</td>
<td>2.7</td>
<td>0.74</td>
<td>2.17</td>
<td>2.56</td>
</tr>
<tr>
<td>Developing countries</td>
<td>3.9</td>
<td>2.09</td>
<td>3.86</td>
<td>5.00</td>
</tr>
<tr>
<td>Low-income developing countries</td>
<td>4.7</td>
<td>2.60</td>
<td>3.60</td>
<td>4.94</td>
</tr>
<tr>
<td>Middle-income developing countries</td>
<td>3.8</td>
<td>2.21</td>
<td>4.01</td>
<td>5.11</td>
</tr>
<tr>
<td>World</td>
<td>2.9</td>
<td>0.86</td>
<td>2.49</td>
<td>3.22</td>
</tr>
</tbody>
</table>

for one country but for the entire world. This means that we cannot look at the impact from assuming that a single country is able to reduce its population growth rate or increase its GDP while the rest of the world continues at the same GDP and population growth rate. Rather, we have only the case in which all countries have a higher GDP and lower population growth rate as well. This means that changing scenarios changes supply and demand for the whole world, not just for one country.

### Metrics for Human Well-being

Physical human well-being has many determinants. Calorie availability is a key element in low-income countries, where malnutrition and poverty are serious problems. Distribution, access, and supporting resources can enhance or reduce an individual’s calorie availability. Similarly, child malnutrition has many determinants, including calorie intake (Rosegrant et al. 2008).
relationship used to estimate the number of malnourished children is based on a cross-country regression relationship estimated by Smith and Haddad (2000) that takes into account female access to secondary education, the quality of maternal and child care, and health and sanitation.⁴ The IMPACT model provides data on per capita calorie availability by country; the other determinants are assumed to remain the same across the overall scenarios. Table 2.5 shows the 2010 and 2050 values for the noncaloric determinants of child malnutrition, aggregated to low- and middle-income countries. The small decline in female relative life expectancy in 2050 for the middle-income countries is primarily caused by a decline in China, where it is expected that male life expectancy will gradually move up rather than female life expectancy moving down.

### Table 2.5: Noncaloric determinants of global child malnutrition, 2010 and 2050

<table>
<thead>
<tr>
<th>Country category</th>
<th>Clean water access (percent)a</th>
<th>Female schooling (percent)b</th>
<th>Female relative life expectancyc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2010</td>
<td>2050</td>
<td>2010</td>
</tr>
<tr>
<td>Middle-income countries</td>
<td>86.8</td>
<td>98.4</td>
<td>71.6</td>
</tr>
<tr>
<td>Low-income countries</td>
<td>69.0</td>
<td>85.8</td>
<td>54.9</td>
</tr>
</tbody>
</table>

Source: Population-weighted aggregations in Nelson et al. (2010) based on data from 2000 with expert extrapolations to 2050. Original data sources include the World Health Organization’s Global Database on Child Growth Malnutrition (http://www.who.int/nutgrowthdb/database/en/); the United Nations Administrative Committee on Coordination–Subcommittee on Nutrition; the World Bank’s World Development Indicators (World Bank 2009); FAOSTAT (FAO 2010); and the United Nations Educational, Scientific and Cultural Organization UNESCOSTAT database. Aggregations are weighted by population shares and are based on the baseline population growth scenario.

- aShare of population with access to safe water.
- bTotal female enrollment in secondary education (any age group) as a percentage of the female age group corresponding to national regulations for secondary education.
- cRatio of female to male life expectancy at birth.

Agricultural Vulnerability to Climate Change

There are many dimensions of agricultural vulnerability to climate change: vulnerability of agricultural systems, communities, households, and individuals to climate change. Vulnerability is influenced by the degree of exposure and
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⁴ Because it is a partial equilibrium model, IMPACT has no feedback mechanisms from climate change effects on productivity to income. This means that it cannot estimate directly the poverty effects of agricultural productivity declines from climate change. However, the reduced form function that relates child malnutrition to calorie availability and other determinants implicitly includes the effects of real income change on child malnutrition. Hertel, Burke, and Lobell (2010) use a general equilibrium model to estimate explicitly the effects of climate change on poverty. They find that the poverty impacts to 2030 “depend as much on where impoverished households earn their income as on the agricultural impacts themselves, with poverty rates in some non-agricultural household groups rising by 20–50 percent in parts of Africa and Asia under these price changes, and falling by equal amounts for agriculture-specialized households elsewhere in Asia and Latin America” (577).
sensitivity to that exposure. Household-level vulnerability is most often associated with threats to livelihoods. Livelihoods can be inadequate because of resource constraints and low productivity (e.g., farmers with too little land and no access to fertilizer) or because farmers operate in a risky environment (e.g., droughts that cause harvest failure).

Potential impacts of climate change on vulnerability to food insecurity include both direct nutritional effects (changes in consumption quantities and composition) and livelihood effects (changes in employment opportunities and the cost of acquiring adequate nutrition). Climate change can affect each of these dimensions. This monograph focuses on the productivity effects of climate change that translate into changes in calorie availability and to effects on child malnutrition. At this point the methodology and data to provide quantitative estimates of livelihood vulnerability are not available.

In some countries, calorie availability declined even though incomes were rising faster than food prices. This occurred almost exclusively in the pessimistic scenario that assumed low growth or declines in GDP per capita and high population growth. This outcome was driven by declining consumption of the key staple foods, which in turn was driven by high own-price elasticities in conjunction with low income elasticities for these staples.

Table 2.6 shows mean kilocalorie consumption per person per day from the IMPACT model for the year 2000, which is based on data from the FAO databases. We focused on the four leading sources of calories and the two leading meats. Rice and cassava were almost tied, closely followed by millet and sorghum, which were also nearly tied.

<table>
<thead>
<tr>
<th>Food</th>
<th>Kilocalories per person per day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beef</td>
<td>14</td>
</tr>
<tr>
<td>Poultry</td>
<td>6</td>
</tr>
<tr>
<td>Rice</td>
<td>316</td>
</tr>
<tr>
<td>Cassava</td>
<td>304</td>
</tr>
<tr>
<td>Millet</td>
<td>273</td>
</tr>
<tr>
<td>Sorghum</td>
<td>272</td>
</tr>
<tr>
<td>All foods</td>
<td>2,464</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations based on data from FAOSTAT.
Table 2.7 shows the elasticities used in IMPACT. We note that by 2050, the income elasticity for cassava will actually be negative, and those for sorghum and millet will be very small. Own-price elasticities will generally be large in magnitude, especially for rice.

The IMPACT model is being improved continuously, and a comprehensive review of all income and price elasticities is part of the activities that will take place. The reader should assess carefully the mean calorie availability results for the pessimistic scenario presented in graphs in the chapters. A good rule of thumb is to compare changes in prices of key staples with changes in GDP per capita. If the latter are larger or are of comparable size to the price changes, one can conclude that mean calorie availability is projected to rise.

**Travel Time Maps**

We developed databases that show simulated travel time to towns and cities of various sizes. The analysis begins with information on how long it would take someone to travel through a small region, roughly 10 kilometers on a side. This information is developed by overlaying various spatial datasets, including ones for roads, rivers and other water bodies, urban areas, and international boundaries. Each feature has a particular speed associated with it, and there is a default speed for areas without detailed information.

<table>
<thead>
<tr>
<th>Food</th>
<th>2010 Income</th>
<th>2010 Own price</th>
<th>2050 Income</th>
<th>2050 Own price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beef</td>
<td>1.038</td>
<td>−0.898</td>
<td>0.942</td>
<td>−0.849</td>
</tr>
<tr>
<td>Poultry</td>
<td>0.888</td>
<td>−0.605</td>
<td>0.795</td>
<td>−0.562</td>
</tr>
<tr>
<td>Rice</td>
<td>0.537</td>
<td>−0.889</td>
<td>0.471</td>
<td>−0.853</td>
</tr>
<tr>
<td>Cassava</td>
<td>0.191</td>
<td>−0.674</td>
<td>−0.006</td>
<td>−0.577</td>
</tr>
<tr>
<td>Millet</td>
<td>0.354</td>
<td>−0.584</td>
<td>0.079</td>
<td>−0.438</td>
</tr>
<tr>
<td>Sorghum</td>
<td>0.372</td>
<td>−0.577</td>
<td>0.100</td>
<td>−0.428</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.

Notes: The numbers are weighted averages based on national consumption of each food item in 2000. IMPACT = International Model for Policy Analysis of Agricultural Commodities and Trade.
Once the time to travel across the regions is developed, the only other data required are the locations of the towns and cities of interest. We used cities and towns from two sources: CIESIN et al. (2004) and the *World Gazetteer Database* (Helders 2005). ArcView 3.2 was used to calculate the shortest travel time to any point in the specified cities and towns dataset.

**Box-and-Whisker Graphs**

A box-and-whisker graph summarizes a variety of information for a variable in a relatively straightforward diagram. A sample box-and-whisker graph is shown in Figure 2.3. The horizontal lines at the top and bottom of the diagram are the “whiskers” and show the minimum and maximum values of the variable. The top and bottom edges of the rectangle, the “box,” show the 75th and 25th percentiles, respectively, of the variable under consideration. The horizontal divider line inside the box represents the median value of the data.

These graphs were generated using Stata (StataCorp 2009) with Tukey’s (1977) formula for setting the upper and lower whisker values, which Stata calls “adjacent values.”

Now that we have given a general overview of the models and some of the data reviewed in this monograph, we are ready to see the results of the models applied to each of the countries studied in the chapters that follow.

**FIGURE 2.3** Sample box-and-whisker graph

Sources: Authors, using StataCorp (2009) and Tukey (1977).
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